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INTRODUCTION predictions or lack of generalization to new data. These

As Interactive web platforms has become the window
through which consumers get a tether to news, and
increasingly, information about the world, news feeds
and WhatsApp chats have become the moment-sized
versions of the news. With all the good that the age of
Interactive web platforms has brought, be it instant
access to news and information or global connection, it
hasalsoallowedtheproliferationoffalsenarratives. The
viral structure of Interactive web platforms has only
increasedtheproblem,enablingdisinformationtotravel to
millions of peoplewithin minutes. False narratives,
being fabricated, misleading or deceptive information
spreadtoinfluencepublicopinion(Rambukkandaetal.,
2017), can have detrimental impacts on public and
election outcomes, and even result in violence
(\Vosoughi et al., 2018). This has in turn raised rising
concerns about the veracity of content communicated
over digital media with researchers developing
approaches todiscern and counter false narratives.

Existing methods to detect false narratives are mostly
based on ML, DL and NLP. These methods employ
differentcomponentsofthecontent(e.g.,textorimages  or
metadata) to categorize news content as true or false.
Yet, currentmethods have several inherent limitations.
NLP models, for example, sometimes fail at grasping
thenuancednatureofcontext,suchassarcasm,irony,or
shiftsinlinguistic behavior. Additionally,thecapability
ofMLmethodstoproduceaccuratepredictionsishighly
dependent on the completeness and the statistical
distributionofthetrainingdata,leadingtounjust

limitations emphasize the demand for stronger, more
flexible, and scalable approaches towards identifying
false news in online communication tools.

In response to these challenges, the main aim is to
investigate the capabilities of Al and ML model in both
identifying and preventing false narratives in social
media.UsingAl-basedM Ltoolslikelabeled,unlabeled and
adaptive learning to build and learn models that catch
false narratives, this research paper purpose is to
generate models that reflect complex and multifaceted
data relationships of false narratives. An important part
of such approach entails the inclusion of social-media
idiosyncrasies in the form of features such as user
activity, network analysis, and time a day patterning to
improvetheefficiencyofthedetectionalgorithms(Zhou &
Zafarani, 2021). In light of the different types of data
involved in the propagation of false narratives, namely
text posts, images and videos, we confront the dynamic
nature of the social media content by developing a
comprehensive solution.

Additionally, MLmodels’ proficiency at being trained
onvastdatasetsandthepotentialforcorrosionovertime
helps them to be effective in that they can be refined
overtimetoadapttohowfalsenarrativeschanges.With
misinformation strategies getting more advanced, the
mold ability of Al models enable them to learn and
adjust to new patterns as it evolves, enhancing their
efficacy when it comes to the real-time detection and
combatingoffalsenarratives. Inthisparticularresearch,
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a novel Al-supported model for classification of false
narratives is put forthit stresses the importance of the
combined investmentinanarrayofM Lalgorithmsand
coupled advanced data features aimed at enhancing
detection systems in order to make them accurate and
robust.

The core purpose of the study is to formulate a high-
performance ML model to detect and respond to false
narratives in social media. The central focus of this
research is to accomplish this through the attainment
outlined below as specific objectives:

e Investigateand contrastdifferent Albased ML
models to evaluate their appropriateness for
false narrativesdetection.

o Assess the influence of political features
specific to Interactive web platforms (user
activity, network structure) when predicting a
model's accuracy and robustness.

e Reducing the disseminationof false narratives
by suggesting mechanisms that combine
detection in real time with feedback loops to
stifle misinformation.

o Evaluate the proposed models against state-of-
the-artmodels to show their utility.

In this study, we aim to contribute to the active fight
against false narratives and misinformation on online
social media, an area that critically requires better and
more scalable detection approaches. The results of this
studywillcontributetoanunderstandingofhowAland
MLcanhelpdebunkingfalsenarrativeswiththeoretical and
practical implications for the research and professional
community.

LITERATURE REVIEW

The purpose of this survey is to investigate thestate of
the art of automated FALSE NARRATIVES detection,
inparticularbyemployingML,basedmodelsfor

Interactivewebplatforms.Facedwiththeoverwhelming
spread of false narratives, developing mechanisms to
detect and prevent them assumes paramountimportance.
ML , and in particular, supervised approaches such as
Naive Bayes and Logistic Regression, and complex
models like BERT, are promising in dealing with this
problem. It aims to provide an overview of specific
findings and
methodologyofrecentdevelopmentsandidentifiessome of
the shortcomings of existing methods.

False narratives detection has been achieved using
various ML classifiers. Sharma et al. (2020) introduced
a system based on Naive Bayes, Random Forest, and
Logistic Regression that demonstrated that novel ML
classifiers are not the only classifiers that can
discriminatebetweenrealandfalsenarratives.Similarly,
Khanam et al. (2021) used XGBoost (an efficient
gradient boosting) in addition to SVM and Random
Forest. Jain, Khatter, and Shakya (2020) introduced a
smart system that leverages SVM, which is capable of
achievinghighaccuracyofidentifyingfalsenarrativesin
social networking sites. Furthermore, state-of-the-art
deep learning models including, BERT (Prachi et al.,
2023) and GANs (Mridha etal., 2023) are investigated
toimprovetheperformance,particularlyfordealingwith
complicated  misinformation, which  would be
challenging for traditional ML models.

In addition to these particularclassifiers, other feature
extraction techniques such as NLP-based TF-1 DF and
Word2Vec  alongside  domain-specific ~ feature
engineering has been exploited by investigators. These
workshaveachievedaremarkablesuccessinenhancing the
quality and parsimony of the algorithms used to detect
false narratives. Nevertheless, problems that are not
addressed yet, are like how to deal with adversarial
attacks,datascarcity,andimbalanceddata,sostillneeds
further research.

DISCUSSIONOFCOMPARATIVETABLE:

Performance of different classifiers used in variousstudies is summarized in Table 1. It incorporates a wide range of the
most important evaluation metrics, making it convenient to draw comparison between the models that have the best
performance on different data sets and in different situations. For example,works such as Jain et al. (2020) report a
remarkable accuracy of 93.6% with SVM, and others like Prachiet al. (2023) obtaina high accuracy of 98% using the
BERT model. An overall comparison is then presented in the table indicatingstrengths and weaknesses of the classifiers

employed.

Author(s) Classifiers Accuracy Year

Sharma.(2020) NB,RF,LR 60-92% 2020

Khanam et al. | XGBoost,SVM,Random

(2021) Forest 73-75% 2021

Jain,Khatter,and

Shakya (2020) SVM 93.60% 2020
LogisticRegression,SVM,

Prachietal.(2023) LSTM,BERT 98% 2023
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Narkhedeetal.
(2023) DecisionTree, SVM 90% 2023

Tablel-Comparativetable

AbovetableshowsthatsomeclassifierslikeS\VMandBERThaveconsistentlybetteraccuracyratesthantherest. Thisis  of value
toaid the choice of models that could be more effective for false narratives identification in Interactive web platforms
settings.

Despite the great achievements in detecting false narratives, there are still existinggaps and limitations in the literature.
Oneof the fundamental problem is the discrepancy between reported performance measures in studies. Although many
researches mentionaccuracy, theydo notprovidesuchanimportantindicatorssuchasprecede, recall,orF1 scorewhich are
indispensable to evaluate the realistic performance of the classifiers. For instance, whileJain et al. (2020) achieve an
impressive 93.6% accuracy with SVM at a threshold of 0.5 (theydo not report precision and recall,and we consider this
problematic for holistically assessing the model performance).

Another limitation that has not been addressed in many papers is the ambiguity about datasets and domains in which
techniques are applied. Without information about the source of the data, however,it is difficult to gauge how well the
models generalize to other Interactive web platforms or different contexts. For instance, Khanam et al. (2021) employed
XGBoost, but a clear description of the training andtest data set was not provided which gives rise to doubt about the
applicability of the model in real world.

Finally, other researches (Ali etal., 2022), do not include in-depth discussions on the threats of adversarial attacksfor false
narratives detection systems. Such attacks can discredit classifiers, causing the detection problem to be more challenging,
particularly in the domain of social media.

To expand on the findings of the existing literature and compensate forthe limitations pointed out above, we restrict our
attention to the following six classifiers: Logistic Regression, Gradient Boosting, Random Forest, Passive Aggressive
Classifier (PAC), Decision Tree, and XGBoost. These classifiers were chosen because of their high performance in prior
studies with respect to accuracies obtained and the trade-off between computational effectiveness and model
expressiveness. The combination ofclassical ML techniques together with more recent algorithms enables a thorough
analysisoftheirperformancewhendetectingfalsenarratives.Futureworksshouldinvestigatethecapabilitiesofensemble
methodstoincreasetheaccuracyandtherobustness offalsenarrativesdetectionsystems. Throughstackingandboosting,
thepredictivecapabilityofeachclassifier,whichcontributestothemultimediaminer,canbeenhanced. Inaddition,state- of-the-art
deep learning-based models such as BERT (Mridha et al., 2023; Prachi et al., 2023) as wellas reinforcement learning
methods have produced promising results on similar tasks. EXPAND In the same vein, the overall accuracyand
interpretabilityofthemodelscouldbefurthercompromised Thesewerenotconsideredinourcase,butmayofferadditional
knowledge and solve misinformation in its more complex versions

What’smore,constructionoftheseclassifiersinScikit-learn, TensorFlow,andPy Torchwillenablesmoothflowoffeature
extraction, modellearning,and judgment.Preprocessingapproachesto beemployed includetokenization,stemmingand
lemmatization, and feature engineering methods such as TF-IDF and Word2Vec may help to improve the model
performance. This article presents a review of current advancements in Al aided false narratives detection models.
Althoughalothasbeenaccomplishedtherearestillanumberoflimitedaspectsoftheresultssuchastheinconsistencyin
performance reporting and the wulnerability to adversarial attacks. By optimizing the model selection of classifiers, and
utilizing sophisticated algorithms including ensemble techniques, this work tries to enhance the performance of systems
forfalsenarrativesdetection.Byperformingiterativeandextensivemodelevolutionand usage,thisworkcanadvancethe
development of such mechanisms for Interactive web platformsto fight disinformation in a sustained manner.

3. ExploratoryDataAnalysis(EDA)

Selecting a relevant dataset is an important component in the process of building a false narratives detectorsince the
performance and fairness of the ML algorithms are highly dependent on the qualityand balance of the data. In this work,
we use the ISOT False narratives Dataset because of the widespread acknowledgment and the well-organized format. It
offers a balanced and well-structured collection of news articles, which creates a perfect testbed for false narratives
detection.

The ISOT DATASEThas two main categories of news: Real News and False narratives. Each record consists of several
fields,suchasthetitle,text,publicationdate,andlabel(fakeorreal). Thenewsdatawerecollectedfromreliablesources
suchasReuters.com]whilethefalsenarrativesdatasetwasgatheredfromdisreputablewebpagesthathadbeenidentified as having
provided the spread of fake information. The difference between these sources enables abetter distinction between
attributes from genuine content and those from fake.
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Itisakeytounveilpatternsandstructuralinformationindataset. Thefirsttaskistocharacterizethedistributionofnews in the two
classes. For example, the dataset contains ~21,417 real news articles and ~23,481 fakenews articles (it has a good ratio
of class distribution; thereby it is useful for training supervised model without biased task).

KeystepsintheEDAprocessincluded:

1. DataExploration:FindingforNaNsanddeterminingif"text"or"title"dataisrepeated.

2. Word Count Distribution: Comparing theaverage number of words in fake and real articles, showing how fake
articles typically have lower average length, which for newer articles may be attributed to the fact that they are
more prone to utilize salacious headlines rather than comprehensive reporting.

3. Visualization: Bar charts and histograms were created in order to visualize the count of articles based on word
count, classlabel, and frequency of words. The fake vs ( a) real articles count can be seen from an example in
Figure 1, from which is clear that articles ofboth kinds frequently overwhelm the network nearly equally.

4. Textualanalysis:Word clouds weregenerated to assessthemostcommontermsineachcategory.Emotionally- loaded
or deceptive vocabulary in false narratives and neutral and fact-basedvocabulary in real news.

5. Duplicateentries: Thedatasetwassearchedforduplicateentriestopreventtheriskofoverfittingordataleakage ~ during
the model training procedure.

6. Sentiment Polarityand ReadabilityScores (optional): As per initial observations, fake articles seemto score higher
insubjectivityand lower inreadability, whichisinline with thevariousrelated works[Huetal.,2024;Prachiet al.,

2023].
AsummaryofthedatasetdistributionisshowninTable2,whichoutlinesthenumberofarticlespercategory:
Category NumberofArticles
RealNews 21,417
Falsenarratives 23,481
Total 44,898

Table2—Dataset distribution

This balance promotes model fairness and mitigates bias inpredictive results. Moreover, regarding the variety in the
datasetthat is related to politics, world, and social topics, it provides a strong base to train classifiers of Interactive web
platforms misinformation.

Lastly,theED Aphaseprovidedevidenceforthereliability,balance,andcentralityoftheISOTdatasettothetaskathand of any task
related to false narratives. Itadditionally identified some potential traits and textual indications that could be used by Al
driven MLmodels to better predict Interactive web platforms classifiers. These observations informed the
subsequentphasesoffeatureengineering,modelselection,andevaluation,whicharedescribedinthefollowingsections.

4. Preprocessing,VectorizationandOptimization
Intheareaoffalsenarrativesdetection,theeffectivenessandthenatureofdataprepossessingisamajorfactorindeciding

thesuccessofmachinelearningmodels. ThisworkisbasedonthelSOTFalsenarrativesDataset,anopenlyavailableand well-
annotated dataset consisting of abalanced collection of fake and real news articles. Each entry in the dataset has
correspondingfieldsincludingtitle,textandlabel.Inthisstudy,thetitleattributeistakenasabasictextinputchoice for the

classification, since it is short, concise and very relevant.

Thedatawassubjecttoagooddealofpre-processingbeforetrainingthe model. Thisinvolveddeletionofstopwordsand
punctuation, special characters, and changing thetext to lowercase for normalization. The Title' was storedin a new
column, clean_title.

DATA PRE PROCESSING

Load Dataset (——Handle Errors—| Data Cleaning p——m| Feature Extraction

Figurel-DataPre-processing
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This work uses TF-IDF(Term Frequency-Inverse Document Frequency) vectorization for feature extraction. TF-IDF Is
oneofthemostpopularway,usedasafeatureinNLP,whichtransforms\convertsthetextintonumericalformatandalso captures the
importance of words present ina document withrespect to the entire document. Inthe current paper, theTF- IDF vectorizer
is restricted to the top 5000 discriminativefeatures to address the computational complexityand preserve informative
terms. The resultant matrix is thenused as an input feature set for conventional ML models.

Aftervectorization,thedatasetissplitinthreepartsforstrict modelevaluation:60%asatrainingset,20%asavalidation set, and
20% as atest set. As the train/test split is stratified, each subset is representative ofthe entire dataset and serves as a strong
foundation for evaluating the generalization performance of the model. Adopting a validation set can avoid overfitting to
the training set in fine tuningand parameter tuning.

5. ModelSelectionandProposedWork

e Fourclassifiers  werechosen  fortestingtheperformanceoftheMLbasedfalsenarratives  detectionmodelssuch
asLRand LSTM bycomparingtheir performance againstthe valuespresented intheExisting Literature. These were
selected because of their different methods of learning, and because they have been useful in text classification
problems.

e LR (Logistic Regression): is usedfor statistical classification and is used to derive the probability that a given
probability belongs to a particular category. It represents the likelihood that an inputbelongs to a class and is
popular in practice due to its simplicity and performance.

e Long Short-Term Memory (LSTM) is a type of Recurrent Neural Network (RNN) that is well-suitedto learn
long-term dependencies in sequence data. Unlike classical models, LSTM captures the sequence during input
procedure; therefore, it is competent to detect false narrativeson behalf of the semantics of title text.

Model Training Evalution

Model Evaluation

——p| Train-Test Split p——| WModel Training

No

Figure2—ModelTrainingEvaluation

Wetraineachmodel withthetrainingdata and evaluate it withthe validationand testsets. Theperformance isevaluated in
terms of common metrics (accuracy etc.) and confusion matrices describingmisclassification errors (true positives, false
positives, true negatives and false negatives). These matrices encapsulatethe particular difficulties each model has to
differentiate between real and false narratives content.

Fortheeaseofcomparison,theaccuracyscoreforallmodelsarepresentedinbarchartstyleinthetraining, validationand test phases.
This graphic facilitates comparisonof models and enables detection of overfitting or under fitting.

As futurework, we will work on improving the model hyper-parameters, hybrid system integration, especially one in
which weintegrate LSTM withsometraditional modelsto providemorecontextualinformation.Alltheimplementations are
written in Python based on Scikit-learn, TensorFlow,and Keras libraries. Infuture work, model or join sentiment- based
with metadata-based features to improve classification performance based on the fact, could be explored.

This systematic model selection and evaluation approach is expected to help us to decide upon which ML method is the
most efficientto suppress the spread of false narratives in social networking services.

6. Metrics

In all kind of classification tasks, such as false narratives detection on social media, it is essential to measure the
performance ofML models, usingstandardized evaluationmetrics. These measures not onlymeasure the performance of
the model but additionally provide an insight into the model's ability to classifynews as real or fake. The following
performance metrics have been adopted for this study: Accuracy, Precison, Recalland F1-Score.

Accuracy
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Accuracyevaluatesthegeneralcorrectnessofthemodelthroughtheratioofcorrectlyclassifiedcases(trueandfalse narratives)
compared to the total of predictions.

It is a typical measure of model performance and extremelyuseful when the data are balanced. Nevertheless,
stringentprecision may not be enoughfor false narratives when false positives and false negatives have different effects.

Formula:
Accu racy:(CorrectpositivePredictions+CorrectNegativePredictions)

(TotalPredictions)

Where:

e  TP=CorrectPositivePredictions
TN=CorrectNegativePredictions
FP=IncorrectPositivePredictions
FN=IncorrectNegativePredictions
TotalPredictions=TP+TN+FP+FN

The accuracy describes how well the model generalizes to training andtesting data. High training accuracy results from the
good fit on the training dataset, but a high testing accuracyspecifies the generalization on unseen data.

Precision
Precision measures how many of the news articles tagged as real areactually real, thus evaluating the correctness of
positive predictions. In fakenews identification, improving the precision guarantees that the model classifies fewer false
narratives as real news, which reduces false positives, is important in stopping misleading information.

Formula:
Precision=TE
TP

+FP
Itisespeciallycrucial, whenthepriceoffalselylabelingfalsenarrativesasrealishigh,sinceitcanguardthereliability of
thedomaintrustworthinessmaterial.

Recall
Recall;alsorefertorecallassensitivity,truepositiverate(TPR)measurestheabilityofthemodeltocapturealltheactual
positiveinstances,realnewsinourcase. It'simportantthatcredibleinformationisnotmisdiagnosedasfake,whichwould dull the
impact of fact-based reporting.

Formula:

Recall=T°__
TP+FN

Highrecallindicatesthatthemodeleffectivelycapturesmostoftherealnewsinstances,reducingthelikelihoodofmissing
importantortruecontent.

F1Score
F1 Score is the harmonic mean of Precision and Recall and ranges from 0 to 1. Itis a single performance measure that
combines both Precision and Recall into one figure. It is especially helpful in situations in which false positives and
negatives play equally crucial role (i.e. in false narratives detection).

Formula:
F1Score=2x (PrecisionxRecal)

(Precision+Recall)

BiggerisabetterF1Score,showsabettercapabilityofmodelstodetectrealnewsandtonotmisclassifiedfalsenarratives, thus, is a
stronger metric for evaluating classifiers in misinformation detection systems

By integrating these measures, this research presents a holistic assessment of models' performance in detecting and
correcting false narratives on social mediaplatforms. These criteria are used for the selection and tuning of classifiers
whichincludesLogisticRegression,SVM,KNN,andLS TM,tomakesurethattheselectedmodelisnotonlyabletoreach high
accuracy but also reducesharmful misclassification.

MODELEVALUATIONANDRESULTANALYSIS
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Inthis work, we compare the performances of LSTM and LR models on the classification of four classes of eye disease,
cataract,diabeticretinopathy,glaucomaandnormal. TheLS TMistrainedontime-wiseorderedinputfeatures,represented
highlevel outputsbya deep-learning model. Onthe other hand, LR model is built onthe flattened features and adoptsa
linear classification strategy. Classification results are reported by confusion matrices to illustrate thecorrect (diagonal)
and mis-classification results of each class. LSTM achieves better performance especially in the separation of complex
patterns like glaucoma and normal. The LR model is very simple and makes more aggregation errors than mis-
sclassification.Seabornheatmapsareappliedtotheconfusionmatricestoillustratethedistributionofpredictionsperclass. These
visualizationsreveal some interesting problems — like class imbalances, especially in diabetic retinopathy which has far
fewer samples. Theperformances on these tasks suggest that LSTM has more capability to adapt to these subtle changes
of feature patterns. On the whole, these results help validate employing deepneural networks in medical image
classification applications.

Confusion Matrix

Accuracy with Logreg: 0.9948775055679288

precision  recall f1-score support

- 0.3

0 0.99 1.00 0.99 4310

True Labels

0z 1 1.00 0.99 1.00 4670
01 accuracy 0.99 8980
macro avg 0.99 0.99 0.9 8980

weighted avg 0.99 0.99 0.99 8980
Predicted Labels
Fig-a

Distribution of Fake News and Real News

Fig-b

Confusion Matrix

True Labels

Fig—c Fig—d
Accuracy on testing set: 0.9988864142538976
Precision on testing set: ©.9988282165455824
Recall on testing set: ©.9988282165455824

Fig—e

Figure—a—ConfusionMatrix(LR) Figure —

b - Metrics (LR)
Figure—c—Graph(LSTM)-fakeandrealnewsdistribution Figure
—d - Metrics (LSTM)

Figure—e-ConfusionMatrix(LSTM)

CSV  data sets which contain  prediction
CONCLUSIONANDFUTURE featuresrequiredforclassification.Weperformedextensive
WORKS pre- processing, including data cleaning, tokenization,

Here we suggested an Al-based approach for detecting and normalization of the input text before training. The

misinformation through the application of two ML
models,LR,LSTM.Theyweretrainedusingstructured

salientfeatureswerethenselectedtocapturethecontext and
linguistic features of each news document. Logistic
Regressionwasagreatbaselinemodelthatwasableto
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handle linear decision boundaries and produced quick
predictions. As opposed to this, the LSTM model may
have been able to better capture the sequential
dependencies in language because of its recurrent
structure. This was especially helpful to determine
patterns incomplextext, for which meaningis context-
dependent. Both individualsworked diligently to train
and validate their respective model models to ensure a
modelthatisgeneralizableandrobust. Theevaluationof the
classifiers was conducted using standard classification
metrics.

Performance metrics were used to evaluate the
robustness and predictive capability of our developed
models. Results showed that Logistic Regression was
reliable whenthe task wassimple, butthe LSTM model
systematically outperformed it when deeper semantics
wererequired. This verified that LSTM cancapture the
rich nature of human language and is thus more
appropriate to nuance misinformation detection task. In
addition,thelightweightstructureofbothmodelsresult  in
being computationally efficient, that is, they can be
applied to low computational resources environments.
As a result, the solution readily extends to real-time
settingswiththetypicalrequirementsoffastandscalable
processing. Our approach not only provides strong
classification while keeping the implementation simple,
which is important for its integration with the current
content moderation systems. The final output is a
powerful, scalable andreliable detection system which
isspecificallydesignedforthereal-timeaspectsofsocial
networks. Thisisthekindofsystemthatwouldgoalong way
toward the fight against misinformation online, without
limiting user freedoms.

FutureWork

Ontheotherhand,the worktobedonecanbeexpanded
bybringingintheSupportVector Machines(SVM) and K-
Neighbors (KNN) algorithms to obtain an improved
classification using ensemble and/or hybrid methods.
Theseapproachescanoffercomplementaryadvantages:
SVMtohigh-dimensionalspacesrobustnessandKNNto
non-linear decision boundaries handling. Combining
them with available LR and LSTMarchitectures might
resultinabetteraccuracyandgeneralization.Moreover,
APl integration can be used to facilitate the use of real -
time false narratives detection systems. This would
enable the model to retrieve live social media, make
predictions in real time, and dynamically label
misinformation. It canbe connected to a real time data
source using an API layer (which use authentication
keys) and therefore the system will be deployable and
scalable.
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